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Abstract

Research data is one of the most important outcomes of many research projects and a key for enabling reproducibility in the analytic data
sciences. In this paper, we explain three main challenges that complicate reproducibility namely, the difficulty of identifying datasets
unambiguously, the lack of open repositories for scientific data and finally the lack of tools for understanding published science. We
consider the use of linked data and text mining as two tools to solve these issues and discuss how they may ameliorate these issues.

Keywords: Reproducibility, data science, metadata, linked data, text mining

1. Introduction
Research data is increasingly becoming not only an im-
portant outcome of any research, but also often the key
to ensuring that this research is reproducible, as most sci-
entific experiments consist partly or entirely of data anal-
ysis (Borgman, 2012). Thus, analytic reproducibility is
a key validation of a scientific result and so it is vital
that researchers have access to the data for experiments
and the code and processes used to perform these exper-
iments, yet it has been identified that the management of
research data is currently quite insufficient (Piwowar and
Chapman, 2010). In fact, the reality is that most research
data is made available only after the research project has
been completed and then often becomes unavailable within
only a few years of the end of the project. Even worse,
the quality of these datasets often falls short of even basic
standards (Kontokostas et al., 2014), even though best prac-
tices from software engineering have shown that principles
such as continuous testing and version management should
be considered from the start of the project. A fundamen-
tal challenge that needs to solved is the ability to identify,
discover and describe research data and thus for datasets to
be federated between trusted repositories and discoverable
by means of persistent identifiers and metadata. It is our
experience that researchers are in fact very willing to create
data of high quality, but they are not supported by the right
tools, and moreover they certainly do contribute data when
journals make depositing open data a requirement for sub-
mission (Wellcome Trust, 1997; GenomeCanada, 2005).
The use of linked data, semantics and natural language pro-
cessing techniques can be combined to make a researcher-
friendly architecture that allows high quality research data
and analytic reproducibility of research results to become
the norm.
In order to meet this goal we believe that a combination
of techniques built around open networks is necessary. As
such we propose three main components that we believe
are essential for ensuring reproducibility in analytic data
sciences, by which is meant experiments that are based on
analysis of data by means of various algorithms. Firstly, we
need a system that can unambiguously identify the data and
all processes applied to the data. Secondly, we need a sys-
tem that can provide the descriptions of these experiments
and provide means to look-up systems and experiments and
enable them to be executed in an ‘on-demand’ fashion. Fi-

nally, we recognize that the effort of creating sophisticated
metadata is largely too onerous for the typical researcher
and creates very little value for her or him. As such, we
propose that we build on existing text mining technologies
to extract the necessary descriptions from published scien-
tific papers and practical descriptions. This will also allow
us to retroactively include the large amount of research al-
ready done into repositories of such information.

2. Identifying Research Data
The most typical method currently used for identifying re-
search data is by means of (HTTP) URLs and this has some
advantages, most notably that it is clear to all users how the
resource can be located and it includes some information
about the provider (or at least maintainer) of the resource
in the form of the domain name given in the URL. How-
ever, a crucial weakness of this schema is that HTTP URLs
identify a particular file on a single server and many things
from failure of service, departure of managing personnel or
simply neglect at the end of a project can cause this server
and/or file to become unavailable. As such the current prac-
tice of quoting HTTP URLs in research outputs in practice
discourages reproducibility in research.
An alternative option is to define a fixed identifier that
identifies the resource, such as Digital Object Identi-
fiers (Paskin, 2008, DOI), or in the particular community
of language resources the International Standard Language
Resource Numbers (Choukri et al., 2012, ISLRN). These
systems have had less success than URLs in research. One
of the reasons for this may be that they are unstable in that
they are owned by a particular organization or group of or-
ganizations and depend on the continuous maintenance by
these organizations. While it seems unlikely that the coali-
tions behind these schemes will dissolve soon, on the scale
of 50 to 100 years technology changes may make this a
high likelihood. More likely, the primary reason for the
lack of adoption of these systems is that they provide a sig-
nificant barrier to entry with many researchers being simply
unclear about how to assign a value to a resource. In partic-
ular, such schemes may prove to be difficult for so-called
‘citizen scientists’ (Cohn, 2008), who contribute data by
crowd-sourcing alongside professional scientists.
In order to provide true digital preservation, the principle of
‘lots of copies keep stuff safe’ pioneered in the eponymous
LOCKSS system (Maniatis et al., 2005), seems vital. How-
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Figure 1: An example of double hashing

ever, this network relies on a complex voting procedure to
ensure stability and has thus only be installed principally
by university libraries.
The use of an algorithmic identifier such as secure hash1

to identify the dataset would be an interesting option in
this situation. However it has several clear disadvantages:
firstly, of course there is a risk of collision, i.e., two hash
codes may have the same value. This can easily be miti-
gated by using codes of a certain length, for example a 72-
bit code can be easily represented in 12 Base64 digits2 and
the mathematical expectancy of the first collision is only
after 100 billion objects have been identified. Further, as-
suming that these codes can be easily resolved, a simple
check for duplicates should allow collisions to be avoided.
Other issues are that such a schema does not include any
identification of the authors and as such it may make more
sense to perform a double hash (illustrated in figure 1), that
is, first hash the dataset, then include the hash in a standard-
ized metadata format and calculate the hash of the metadata
document. One of the major advantages of this scheme is
that once published a dataset cannot be changed, thus en-
suring that the resource described in a paper is exactly the
resource used in the authors’ experiments. Another advan-
tage of this is that it is easy to add an extra nonce parameter
in the unlikely event of a hash collision.
An important aspect of reusing any data is the metadata
and documentation that goes along with this. This meta-
data and documentation is likely dynamic and will change
and be updated, and for this reason it makes sense to build
this metadata as linked data so that it is possible to take
advantage of the links to provide more information and
allow the data to be self-documenting and packaged as
research objects.(Bechhofer et al., 2013) However, some
metadata is necessary to enable re-use of the dataset includ-
ing the license of the dataset, links to documentation, basic
description and citation information. As this part of the
data is static, we propose that this basic metadata profile
is provided in the metadata document that is hashed in this
scheme and that his metadata is expressed using RDF.
The combination of linked-data-based metadata with dou-
ble hashing provides a powerful option for the creation of
linked data repositories whereby the data can be described
using open, flexible metadata parameters, that are further
refined with semantics on the Web. These metadata de-
scriptions could easily be converted with this scheme, al-

1Similar to methods employed by the GIT versioning system
to identify individual commits

2For example: MC4yMzIzNTU2

lowing multiple heterogeneous repositories to share and
integrate resources based on a single identifier (based on
double-hashing) and a single underlying format (RDF) that
would allow data to be stored and shared for the entire life-
time of the dataset, not just the project that created it.
It is of course, an issue that citations may only refer to
parts of a dataset and as such the use of identifiers to iden-
tify parts of the dataset, for example the Media Fragment
URIs (Troncy et al., 2012) or RFC 5147 (Wilde and Duerst,
2008) should also be employed.

3. Repositories for Analytic Data Science
One of the key issues with research data is that it is cur-
rently very poorly and heterogeneously described, which
acts as a significant barrier to access. In a recent anal-
ysis (McCrae et al., 2015) it was shown that among four
major collections of information about language resources
only 5.2% of resources appeared to be contained in more
than one repository. Moreover, we found that even basic
metadata properties had a large disagreement about how
they were to be represented, e.g., a language may be repre-
sented by its English name, or using one of the ISO codes,
and that key properties about the resource, such as its li-
cense were missing in most cases, e.g., only 3.0% of meta-
data records gave the description of the resource.
As such, it is clear that most centralized approaches to
metadata collection are insufficient and we need to develop
systems that can aggregate and improve data. Such a sys-
tem would need to integrate heterogeneous data sources
and provide links to each of the sources and the original
datasets. It seems natural that linked data (Bizer et al.,
2009) would be helpful here as it allows for metadata that
is heterogeneous, extensible and easily aggregated from
multiple sources. It is our principle belief that many of
the tools for creating and using metadata records such as
RDF (Klyne and Carroll, 2006), DCAT (Maali et al., 2014)
and SPARQL (Prud’Hommeaux et al., 2008) are already
in existence, however, none of these are specific to scien-
tific workflows or any specific scientific domain, and key
vocabularies for versioning and quality certification are ab-
sent. As such, it is vital that we extend existing schemas to
provide a more complete description of the data described
and how it can be used for scientific reproducibility.
Moreover the entire analytic research program can be recast
as research data, either by formal description of processes
and workflows or by embedding process in software con-
tainers, thus transforming complex analytic experiments
into single binary files. There have been a number of sys-
tems proposed for modelling scientific workflows such as
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Figure 2: The architecture of a text mining system for analyzing the scientific literature

myExperiment (Goble et al., 2010). These have significant
barriers to entry, most notably that work flow engines are
difficult to learn, hard to apply and do not truly guarantee
the same result every time, as external libraries may change.
A much simpler solution is to use virtual machine (VM) im-
ages, something that has become much easier and quicker
due to recently developed technologies3, that allow the en-
tire process to easily be stored including the exact state of
the whole system used to be described. This approach also
reduces adoption costs as the original authors need only in-
stall the system once in the VM or software container and
then the software can be used on any platform supporting
the container software. For single-machine experiments a
single VM image and a command could allow for quick and
easy ‘one-click’ reproduction of scientific results. For more
complex runs the use of multiple VM images still signifi-
cantly reduces the process of describing workflows.
Another issue that still needs to be handled in the context
of providing research data is that of versioning, in partic-
ular tracking the development of resources that have been
created in a collaborative manner. A recent development
of the Global WordNet Association, the Collaborative In-
terlingual Index (Bond et al., 2016; Vossen et al., 2016)
has shown that for resources that can be quickly updated
with minor changes, the use of a version control system4

can help with the development of the resource and can en-
sure that a particular version can be cited. As such, the use
of version control as a primary part of the scientific work
would allow for the metadata about resources to easily be
accessed and exported to a queriable interface and such a
system is already under development5.
More importantly, metadata is created by humans in natural
language and it is our experience that natural language pro-
cessing techniques, in particular semantic textual similarity,
are required to ensure that descriptions are truly interoper-
able. This is particularly true if we assume that we will not
have direct control over the metadata creation process but
instead must ensure harmonization of metadata for exter-
nal sources is performed post-factum. As such, it is nec-
essary to look into techniques in such as vocabulary align-

3In particular, Docker http://www.docker.com
4In this case Git
5
http://conquaire.uni-bielefeld.de/

ment (Euzenat et al., 2004) in order to create and consol-
idate metadata files and novel techniques, including using
semantic textual similarity on descriptions (Xu et al., 2015)
will further automate this process, however more research
is needed in this area.
Thus we require the creation of a platform for the manage-
ment of data and processes built on existing software engi-
neering methodologies including Git and Docker and con-
tinuous integration, whereby the scientific improvements
can be clearly visualized and the reproducibility is open and
achievable with a single click.

4. Text Mining from the Scientific Literature
In spite of the effectiveness and ease-of-use of any poten-
tial system for managing research results it is natural that
any system will not achieve complete adoption. Moreover,
there is still a large amount of scientific experiments that
have already been conducted. For these reasons, it is neces-
sary to analyze the already conducted literature in particular
looking to identify:

Data Any datasets used in a research paper as well as the
links to these datasets and the version information if
available.

Method The methods used in the paper, in the form of the
names of algorithms and if possible the links to the
code used.

Results What results are reported by the authors and what
metrics and methods were used to achieve these re-
sults.

This will create a database of basic scientific facts similar
to existing proposals such as “Nanopublications” (Groth et
al., 2010). A first step to automatically extract informa-
tion about datasets, algorithms, and results from a scien-
tific publication is to capture the internal structure of the
document and to identify relevant sections and paragraphs.
Authors use section headings to explicitly mark experimen-
tal sections, but there is some variation across research do-
mains and communities. Supervised approaches are partic-
ularly well suited for this task.
Scientific articles often provide empirical evidence to sup-
port a novel approach by presenting extensive comparisons
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with state of the art approaches, using multiple datasets that
are either introduced by the authors themselves or that are
constructed and made available in related work. The typi-
cal way to reference these external algorithms and, in some
fields, data sources is by using citations. Therefore, citation
extraction and resolution plays an important role in identi-
fying as accurately as possible all the investigated datasets
and methods. With several solutions readily available, this
is a relatively straightforward step.
Evaluation results are usually provided in tables, there-
fore the ability to find tables and extract information from
them (Pinto et al., 2003) is crucial for extracting this type of
information. Because of space constraints, authors liberally
make use of acronyms to refer to datasets and algorithms,
therefore acronym detection and resolution is also impor-
tant.
Extracted information about datasets, methods, and results
can then be used to populate large repositories about exper-
imental results. But these would largely be unusable with-
out storing as much context as possible about provenance,
date, research topics, experts involved and how to contact
them. A solution for this could be to build on an exist-
ing text mining system, such as Saffron6 (Monaghan et al.,
2010), which currently offers support for keyphrase extrac-
tion, entity linking, taxonomy extraction, expertise mining,
and document browsing for scientific publications. Cur-
rently the system generates automatically constructed tax-
onomies of scientific topics to support search and discov-
ery of scientific publications, but the system can be easily
extended to offer similar support for locating experimental
data. An architecture for such a system is shown in Fig-
ure 2.

5. Conclusion
It is increasingly true that “science depends on good
data” (Whitlock et al., 2010, p. 145) and as such the man-
agement of data will become one of the central activities
for all scientists and many researchers in the humanities.
Currently, much of the response to these challenges has
been institutional, in that large networks of institutes and re-
searchers have been formed to deal with these issues. How-
ever, we assert that most of these problems can be solved
with technical solutions and that these solutions mostly in-
volve exploiting existing technologies such as cryptogra-
phy, linked data and text mining. An important role is still
to played however by these organizations in proposing and
developing these solutions and promoting them within the
relevant communities.
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